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‘ Project
/ "There is only 21 hours a day, and the remaining 3 hours are for sleeping.”



Speech Recognition

Machine learning is widely used

Often using GPU parallel operation

Take advantage of FPGA hardware acceleration
Implement a speech recognition system on the FPGA
CNN







Dog ~ Run ~ Right ~ Left

e Convolution Neural Network

BT T e (Can reduce the amount of weight compared to DNN

e We use it to Implement speech recognition:

Max Pooling

Convolution * 2
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MeanPooling Max pooling

Flatten Mean pooling

Fully connected




DCNN

precision time
Current model : mfcc-based with relu
. L 1.5% 2
precision: 8 bit, clip at 7.9375 8 2% 35.28
Take 200 test data as the benchmark::  VALEIe]al 82% 34.5s
truncate
Clip + Weight SR BeVE 32s
truncate
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Calculate
Transmit pre-trained Show result

{ -~ weight and spectrum -
= RS-232
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Structure
y of System
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ALTPLL JTAG SDRAM RS232
UART Controller UART
system  somamooen | SDRAM

Clock ‘
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e |n order to use NIOS as the master, put all slaves into QSYS
e PLL synthesizes 75MHz clock, while SDRAM requires 3 ns faster

e Set the written MVM (hardware calculation) to Avalon slave and connect to NIOS.
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Software
‘/ Design O



NIOS Il :

e C code Implementing CNN's flow control
e Memory using SDRAM (128MB)
e Use RS232 to transmit pre-trained weight for storage in SDRAM
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CNN Flow :

e Flatten matrix

e (Convolution two times
- matrix block
- multiplication(use hardware)
- reshape and truncate

e Max pooling

e NMean pooling

e Fully connected
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Calculating B
y Implement



e Implement fractional multiplication
e Reduce the required arithmetic unit

e Stochastic number generator e pont iy

MSB
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e Implement fractional multiplication

(a)

e Reduce the required arithmetic unit

e Stochastic number generator
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(c)

Conventional

binary number

0.0110,,, (=6/16)

0.1010y;, (=10/16)

0.0110,,, (=6/16)

0.1010,, (=10/16)

0.0110,,, (=6/16)

0.1010,,, (=10/16)

X
—>
w
—

Stochastic number (unipolar encoding)

Conventional
binary number

X
—>
w
—>

X
—>
w
—>

SNG %meglmemlg
0010100001001000 - lxw
eo11101011101101| AND ~ —> count- | ¥ 0.0100y,, (=4/16)
SNG P_J er = 3.75/16 (=exact)
0010100101001010
SNG 1 AND eeeeeeeleleelelel count- | xw 0.0100,,. (=4/16)
(515%.%.%%) ’ - bin
SNG’ 1111111111»_/ er = 3.75/16 (=exact)
001016p101001010 - |lxw
SNG | 3| count= | XW 1100, (=4/16)
er =3.75/16 (=exact)
DOWN stop | » done
COUNTER when DOWN COUNTER
initialized to w-16 reaches zero




e [he way to implement matrix multipliers

e Synchronous operation during transmission (reduced waiting

transmission time) -> Hardware

acceleration
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"I can finally go back to take a shower."



e Parallel operation using more computing resources
e Change the model representation to reduce storage space

e Actual use of recognized voice messages (ex: robot dog)

e If you have a higher level FPGA, you can try a more complicated model.
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